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ABSTRACT
We conduct large-scale search engine relevance experiments,
using the 12% of queries that contain placenames, matching
the placenames to places in the documents, and examining
the impact of geographic features on web retrieval relevance.
Specifically we examine distance between query and docu-
ment place-names mentioned, noting that when a document
has multiple places (which we observe in 82% of documents)
we must choose a function over those multiple places. We
find that the minimum distance between the document loca-
tions and query location is the strongest geographical predic-
tor of document relevance, and that combining geographic
features with text features gives us a 5% improvement in
relevance over using text features alone.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Selection
process

General Terms
Experimentation

Keywords
geographic information retrieval

1. INTRODUCTION
The use of geographic information in documents has been

explored in both information retrieval and data mining. In
geographic information retrieval, van Kreveld et al [8] re-
trieved documents by using a relevance score which linearly
combined textual and geographic similarity. Purves et al.
[6] extract location information from documents and lin-
early interpolate geographic and text-based retrieval scores
in the context of free text ranking. Other work in geoCLEF
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(eg. [3]) has used geographic term expansion on the queries
and documents and then conventional term matching using
BM25 on the resulting expanded texts. Our work differs
in that we look at geographic features of the document, the
query, and the document-query combined, and train boosted
decision trees to learn weights combining textual and geo-
graphic similarity. We train a relevance model with both
BM25 and geo-spatial features as inputs, and use the learned
weights to predict relevance and perform ranking.

In data mining, Mei et al. use the geography of weblog
authors in order to model spatial patterns of news topics
[5]. Mehler et al. use locations mentioned in documents to
construct spatial models of people mentioned in documents
[4]. Zhuang et al. use click information in order to model
the geographic intent of a searcher and query [9].

2. DATA
We sampled queries according to how often they were is-

sued to the Yahoo! search engine, then sampled 532 of them
that contained a place-name. For each query we obtained
5 or more documents which were returned by the Yahoo!
search engine, giving us a total of 10,588 query-document
pairs, with a total of 10,394 unique documents since some
documents were returned for more than one query. We
obtained editorial relevance judgments for query-document
pairs as Perfect, Excellent, Good, Fair, or Bad. Our editors
are professional and trained for the task, but the judgements
are not specifically targeted for geographic relevance. Edi-
tors are instructed to consider relevance for the typical user.
This means that we do not capture the way relevance may
vary based on the user location.

We extracted place-names from queries using a propri-
etary black-box location extractor, and similarly extracted
place-names from the documents. While these extractors
are imperfect, our results will give a lower-bound on perfor-
mance which could be obtained using more accurate place-
name identification.

We found that 68% (7033/10394) of documents contained
the place-name found in the query. This is not 100%, since
documents may mismatch on ambiguous place-names, or
may have matched on anchor text, or may be missed by our
location extractor. For documents which did not match the
place-name in the query, the average distance of the nearest
place was 1,850 km, though 387 had the closest place within
50km. A further 17% (1814/10394) did not contain any
place-name recognized by our place-name extractor. 82%
(8508/10384) contained multiple place-names (which could
be the same place-name repeated).



FBM25 GEO FBM25+GEO
DCG1 3.9 2.9 4.4
DCG2 6.0 4.9 6.5
DCG3 7.5 6.4 8.0
DCG4 8.8 7.8 9.4
DCG5 10.1 9.1 10.6

Table 1: Comparison of DCG using text features
(BM25) and text features plus geo features.

3. GEO FEATURES
We used extracted geographic information in the query

and retrieved documents. We used this information to con-
struct a set of ranking features. These features fall into
three categories: document features, query features, and
query-document features. Document features are derived
from the locations mentioned in the document, regardless of
the query. These include the number of locations in the doc-
uments. Query features are derived from the locations men-
tioned in the query. These include the location mentioned
in the query. Finally, query-document features are derived
from the interaction between the locations mentioned in the
document and those mentioned in the query. In our exper-
iments, we use the maximum distance from the query lo-
cation to any location mentioned in the document, and the
minimum distance from the query location to any location
mentioned in the document.

4. EXPERIMENTS
We are interested in examining the role of geographic fea-

tures when used in conjunction keyword based features. We
described geographic features in the previous section. For a
keyword based feature, we used a version of BM25 suitable
for structured HTML documents [7]. These features were
combined using a gradient-boosted decision tree regression
with relevance grade targets [1]. Documents are ranked by
their predicted grade and evaluated using a variant of dis-
counted cumulative gain (DCG) [2]. We define the DCG at
rank k for a single query as,

DCGq =

kX
r=1

g(dr)

log2(r + 1)
(1)

where dr is the url of the document at rank r, and g(dr) is
the grade of that document. We average the DCG for all
queries in our evaluation.

We present results are shown in Table 4. We see that
adding geo features improves results over text features (FBM25)
by about 5%.

5. DISCUSSION
We found that the significant geographic features in order

were (1) number of locations in the document (2) minimum
distance between query-location and document location (3)
location type (city, state, country, etc) (4) maximum dis-
tance between query location and document location.

We find that the introduction of geographic features slightly
improves performance for those queries containing geogra-
phies. These results, while preliminary, suggest that even
the simple geo-sensitivity classifier we use allows us to im-
prove performance on a subset of queries. Our gains can

be increased in two ways: by improving the classification of
geo-sensitive queries and by using better ranking features.
One feature of particular interest would be the searcher’s
location. This would provide a geographic reference for geo-
sensitive queries lacking explicit geographic intent.
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